Meta-Analysis: The Basic Idea

- have multiple estimates of some common phenomenon

An Introduction to Longitudinal Meta-Analysis in R with > (N
the metafor package - association between two variables
- change in some variable over time
Lifespan Social-Personality Preconference - the mean of some variable
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- larger sample size — lower variance — higher precision
- want to give more weight to more precise estimates

Wolfgang Viechtbauer
Maastricht University
2019-02-07

Standardized Mean Difference Standardized Mean Change (raw score standardization)

- have means, SDs, and sample sizes for two (independent) groups - have means, SDs, and n for a single group at two time points
- want to quantify the difference between groups - want to quantify the change between time points
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Standardized Mean Change (change score standardization) Difference Between Raw and Change Score Standardization
- have means, SDs, and n for a single group at two time points - raw score standardization:
- want to quantify the change between time points - notinfluenced by rank-order consistency
B B - comparable to standardized mean difference (in principle)
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Meta-Analysis of Longitudinal Studies Meta-Analysis of Longitudinal Studies

> # install metafor package
- simplest case: each study provides a standardized mean change for a > install.packages("metafor")
sample measured at age ¢ and at age ¢, > £ Tendl MoEET TEEE
let's create a toy dataset with 6 studies Ryt ten)
> # calculate standardized mean changes (with raw score standardization)
> dat <- data.frame( > dat <- escalc(measure="SMCR", mli=mean2, m2i=meani,
+ study = c("Jones et al. (1998)", "Lewis et al. (2004)", + sdli=sdl, ni=n, ri=r, data=dat, slab=study)
+ "Grant et al. (2006)", "Berry et al. (2013)",
¥ “"Nolan et al. (2015)", "Clark et al. (2016)"), > 1 dEpeeh CRiR STne
+ agel =c(20, 20, 20, 20, 20, 20, > ¢
+ age2 = c( 40, 40, 40, 40, 40, 40), ## study agel age2 meanl mean2 sdi n r yi vi
+ meanl = c(13.4, 2.9, 55.8, 19.2, 6.6, 10.1), ## 1 Jones et al. (1998) 20 40 13.4 15.1 4.8 78 0.32 0.3507 0.0182
+ mean2 = c(15.1, 3.6, 61.2, 18.8, 8.5, 10.2), ## 2 Lewis et al. (2004) 20 40 2.9 3.6 1.2 22 0.29 0.5622 0.0717
+ sdi  =c(4.8, 1.2, 22.3, 2.9, 3.4, 3.8), ## 3 Grant et al. (2006) 20 40 55.8 61.2 22.3 188 0.28 0.2412 0.0078
+ n =c( 78, 22, 188, 35, 54, 112), ## 4 Berry et al. (2013) 20 40 19.2 18.8 2.9 35 0.41 -0.1349 0.0340
+ T =c( .32, .29, .28, .41, .35, .19)) ## 5 Nolan et al. (2015) 20 40 6.6 8.5 3.4 54 0.35 0.5509 0.0269
## 6 Clark et al. (2016) 20 40 10.1 10.2 3.8 112 0.19 0.0261 0.0145
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> # fit random-effects model and examine results > # create a forest and funnel plot side-by-side
> res <- rma(yi, vi, data=dat) > # note: the plots below have been customized a bit
> res > par(mfrow=c(1,2))
## Random-Effects Model (k = 6; tau™2 estimator: REML) > o)
## > funnel(res)
## tau”2 (estimated amount of total heterogeneity): 0.0375 (SE = 0.0382)

Study SMCR [95% CI) -
## tau (square root of estimated tau”2 value): 0.1936
## 172 (total heterogeneity / total variability): 65.44% g4

~ oo X S Jones et al. (1998) . 0.35 [ 0.09, 0.62) s
## H"2 (total variability / sampling variability): 2.89
o Lews et al. (2004) S oss (oo 1 =]
X Grant et al. 2006) - 0.4 (007, 0.0) £ ]

## Test for Heterogeneity: o2 N

Bemyetal 2013) —ei o1 (050,02 & o 3
## Q(af = 5) = 12.9747, p-val = 0.0236 § 4 \

Nolan et al. (2015) —.— oss (0.3, 087 & y
## s /

Clark et al. (201 .03 [-0.21, 0.
i ) P arkotal 2016) 0.0 [-0.21, 0.26) )
it s .

RE Model - 0.24 [ 0.5, 0.84)
## estimate se zval pval ci.lb ci.ub a ]

— L e S e e
## 0.2444 0.1010 2.4188 0.0156 0.0464 0.4424 * s 0 08 1 1s o 92 5 02 on oo o8
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-
## Signif. codes: 0 'xxx' 0.001 'xx' 0.01 'x' 0.05 '.' 0.1 ' ' 1
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Accounting for Differences in ¢; and/or ¢, Across Studies Accounting for Differences in ¢, and/or £, Across Subjects

- amount of time between the ¢; and ¢, may differ across studies - SMC for ¢, to t, is something different than SMC for ¢ to Z,
- one solution: - as long as SD[t;] and SD[¢,] are not too large, could ignore this
s d, =d./(ty—t) x A o od
< varld,. ] = var[d, ]/ (t, — t;)? x A? N , N .
- eg, A = 10 gives change per 10 years o g \\% 3 k
- example: g " é/g £ M R . ;
- study 1: d,, = 0.38 for t; = 20 and t, = 40 1 i e “ 7 oo og; $
d, =0.38/(40 —20) x 10 = 0.19 ®g @5 3
+ study 2: (1,: =0.21fort; =23andt, = 35 - : : - : :
d, =0.21/(35—-23) x 10 =0.17 Time 1 Time 2 Time 1 Time 2

note: this assumes a constant rate of change within studies




Combining Between- and Within-Subject Designs

in principle, d = @ (between-subject design) is numerically
»

—i,
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but evidence from within-subject designs is stronger (for measuring

comparable to d,, = (within-subject design)

change over time) than cross-sectional designs

- analyze separately or code ‘design’ as a moderator variable and

include in the analysis (meta-regression)

Unknown Correlation

- a common problem: 7 is not reported

- some useful equations:

B sf + 95 —s2
25,54

- use a ‘guestimate’ (based on other studies / own data, reported
test-retest correlations, common sense, ...)
- conduct sensitivity analyses using a reasonable range for unknown r

values

Meta-Analysis of Change over the Lifespan

Meta-Analysis of Change over the Lifespan

- each study provides information about two time points

study t; ty d, var
1 20 24 -12 .04
2 23 28 14 .03
3 28 30 .01 .04
4 29 3 15 .01
5 30 38 42 02
6 32 3 24 03

- let's create this toy dataset

> dat <- data.frame(

+ study = c("Jones et al. (1998)", "Lewis et al. (2004)",
+ "Grant et al. (2006)", "Berry et al. (2013)",
+ "Nolan et al. (2015)", "Clark et al. (2016)"),
+ agel =c( 20, 23, 28, 29, 30, 32),

+ age2 =c( 24, 28, 30, 33, 38, 35),

+ yi = c(-.12, .14, .01, .15, .42, .24),

+ vi =c(.04, .03, .04, .01, .02, .03))

>

> # compute standardized mean change per year

> dat$yi <-
> dat$vi <-

with(dat, yi
with(dat, vi

/ (age2 - agel))
/ (age2 - agel)”2)

>
> # calculate midpoint of each interval
> dat$mage <- with(dat, (agel + age2) / 2)
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> res <- rma(yi, vi, mods = ~ mage, data=dat)

> res

## Mixed-Effects Model (k = 6; tau”2 estimator: REML)

##

## tau™2 (estimated amount of residual heterogeneity): 0 (SE = 0.0007)
## tau (square root of estimated tau™2 value): 0

## 172 (residual heterogeneity / unaccounted variability): 0.00%
## H™2 (unaccounted variability / sampling variability): 1.00
## R™2 (amount of heterogeneity accounted for): 0.00%
##

## Test for Residual Heterogeneity:

## QE(Af = 4) = 0.7626, p-val = 0.9434

##

## Test of Moderators (coefficient 2):

## QM(df = 1) = 2.4234, p-val = 0.1195

##

## Model Results:

##

## estimate se zval pval ci.lb ci.ub
## intrcpt -0.1232 0.1062 -1.1599 0.2461 -0.3314 0.0850
## mage 0.0052 0.0034 1.5567 0.1195 -0.0014 0.0118 8




Meta-Analysis of Change over the Lifespan

Studies with More Than Two Time Points

S
27 - for example:
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age 20 24 28
2 _ _ _
El mean IT; Ty I3
8
$ o SD S1 S S3
g - - °
3]
5 g .
S
Ty—T
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[ butd, , andd, arenotindependent
g need to account for their covariance
T . . .
: : : : also: since we now have multiple estimates from the same study,
20 25 30 35 need to use a multilevel meta-analysis model
Midpoint - the details are beyond the purposes of this talk
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