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Goals of this Talk

not to teach you meta-analysis (MA)

provide a bit of motivation for MA itself

make the point that MA was built on some
open-science principles

describe some critiques of MA (and responses)
talk about publication bias

give some recommendations for open-science
practices in the context of MA

The Information Explosion

« 2,300 biomedical journals in 1940
« now there are close to 25,000

« 27,000+ RCTs per year

« similar growth in other disciplines

« rough estimates:
« number of articles doubles every ~10 years
« number of journals doubles every ~15 years

The Information Explosion

1. finding relevant literature
2. accessing the literature
3. maintaining awareness of the literature
4. reading and processing the information

Is this a new problem?

“The individual scientist is being
overloaded with scientific
information [...] and can no longer
keep up with and assimilate all the
information being produced”
\\ Garvey & Griffith (1971)
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How to Summarize the Results?

« traditionally:
« narrative literature reviews
« vote counting method
- combining tests of significance
* NOW:
. systematic reviews / meta-analysis

Narrative Literature Review

a description/summary of the current
state of knowledge on a particular topic
supported by empirical findings as well
as the underlying theories and models

Potential Problems

« unsystematic

subjective
intractable

« in essence scientifically unsound

Non-Replicable Process

how replicable is the process of a person
reading dozens or even hundreds of
papers, thinking about them,

and then writing

down his or her

conclusions?

Vote Counting

« examine all relevant studies conducted
« categorize based on statistical significance
. statistically significant (with Trt > Ctrlorr > 0)
« not statistically significant
. statistically significant (with Trt < Ctrlorr < 0)
« declare most frequent category the ‘winner’
« inconsistent when power of studies is low
(Hedges & Olkin, 1985): as k — oo, method
fails to find a true effect or association

Combining Tests of Significance

« long history of methods for combining the
results from independent significance tests
(Tippett, 1931; Fisher, 1932; Pearson, 1933;
Stouffer et al., 1949; Wilkinson, 1951;
Mosteller & Bush, 1954; Good, 1955; Liptak,
1958; Lancaster, 1961; ...)




21-1. The Combination of Probabilities from
Tests of Significance

When a number of quite independent tests of
significance have been made, it sometimes happcns
that although few or none can be claimed individually
as significant, yet the aggregate gives an impression
that the probabilities are on the whole lower than
would often have been obtained by chance. It is
sometimes desired, taking account only of these
probabilities, and not of the detailed composition of
the data from which they are derived, which may be
of very different kinds, to obtain a single test of the
significance of the aggregate, based on the product
of the probabilities individually observed (Fisher, 1932).

Statistical Significance

marginally

significant results -
6 significant results

nonsignificant results, but
they were probably bad
studies to begin with

significant results but not
in the expected direction

results | do not

/ agree with

(terms used to denote results with p > .05: http://goo.gl/BRIHaa) 20

nearly marginally
significant results

Systematic Reviews

« research synthesis as a scientific process

« based on replicable and systematic methods
that are meant to “limit bias in the assembly,
critical appraisal, and synthesis of all relevant
studies on a specific topic” (Last, 2001)

« methods should be made explicit

« synthesis part can make use of qualitative or
guantitative methods

« for some history, see Chalmers et al. (2002)
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Meta-Analysis

« a set of statistical methods and techniques for
aggregating, summarizing, and drawing
inferences from collections of related studies

« key idea: quantify the size, direction, and/or
strength of the effect or association in each
study and use this as primary data in further
analyses

Stages of a Research Synthesis

( Problem Formulation )

3

( Literature Search )
3

( Information Gathering J
3

( Quality / Risk of Bias Evaluation J
1

( Analysis (Integration of Outcomes) J
¥

( Interpretation of Findings )
s

( Presentation of Results )

(Cooper, 2016)

Is Meta-Analysis More ‘Objective’?

« yes and no
+ we have systematic methods
+ methods are reported

- many (subjective) decisions need to be made
(researcher degrees of freedom, the ‘garden
of forking paths’; Gelman & Loken, 2014)

« maybe the wrong question: are MAs more
transparent? YES!




Is Meta-Analysis More ‘Objective’?

and Critique
« there are MAs with conflicting conclusions
(Goodyear-Smith et al., 2012; de Vrieze, 2018)
« two responses:
« differences often depend on inclusion criteria
and handling of potential ‘publication bias’ » want to know the characteristics
of fruits in general (fruit salad!)
- want to examine systematic
differences between various fruits
« two options:
« apriori exclusion
« a posteriori examination
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Some were still not convinced ...

« “mega-silliness” (Eysenck, 1978)
« “meta-analysis/shmeta-analysis” (Shapiro, 1994)
« “statistical alchemy” (Feinstein, 1995)




Garbage In Garbage Out Critique

« too broad: low internal validity
« too restrictive: low external validity
« two options (again):

« apriori exclusion

« a posteriori examination

The “File Drawer” Problem

« failure to obtain all relevant studies (or a
representative sample thereof) on the topic
of interest

« can result from only focusing on the published
literature (statistically significant findings are
overrepresented, results will be biased)

Potential Sources of Bias

« statistically significant findings are:
« more likely to be published
« more likely to be published quicker
« more likely to be cited in English journals
« more likely to be published more than once
« more likely to be cited by others

Example: Magnesium Treatment

« meta-analysis on the effectiveness of
intravenous magnesium treatment
in acute myocardial infarction for
reducing the risk of mortality
and arrhythmias

Example: Magnesium Treatment

Study Log[RR] [95% CI]
Morton, 1984 -0.61[-2.59, 1.36]
Rasmussen, 1986 - -0.91[-1.62,-0.19]
Smith, 1986 -1.10[-2.52, 0.32]
Abraham, 1987 -0.04 [-2.27, 2.19]
Feldstedt, 1988 0.20[-0.68, 1.07]
Shechter, 1989 -1.90 [-3.58,-0.21]
Ceremuzynski, 1989 -0.93[-2.76, 0.90]
Singh, 1990 -0.58 [-1.49, 0.32]
Pereira, 1990 -1.61[-3.28, 0.06]
Shechter, 1991 - -1.71[-3.04,-0.39]
CGolf, 1991 - -0.55[-1.39, 0.29]
Thogersen, 1991 - -0.70 [-1.81, 0.42]
LIMIT-2, 1992 n -0.27 [-0.583,-0.01]
Shechter, 1995 -1.35[-2.35,-0.35]

Log Risk Ratio




Example: Magnesium Treatment

Example: Magnesium Treatment
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Standard Error

Example: Magnesium Treatment
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Log Risk Ratio

Robustness to Publication Bias

« if a number of (unpublished) studies with null
effects were found, they could reverse the
conclusions of a meta-analysis

« how many such studies would it take?
« if this number is large, results are robust

« idea due to Rosenthal (1979), later extended
by Orwin (1983) and Rosenberg (2005)

« sometimes called a ‘failsafe N’ calculation

Robustness to Publication Bias

Regression Test

« Rosenthal method: 138 studies | ,
« Orwin method: 14 studies ] i
| o
« Rosenberg method: 69 studies Pt
LY °
« discrepancies due differences in underlying § o . ie
methods (and their purpose) 3 .
« are these numbers ‘large’? * ® o
* - :
« method not used much anymore in practice 1 N T
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Example: Magnesium Treatment

Log Risk Ratio

= ) N *  Slope is Significantly
Different From Zero

0.0 0.2 0.4 0.6 0.8 1.0 1.2

Standard Error

Regression Test

« there are various versions of the regression
test (all based on the same principle)

« sometimes called “Egger’s test” (based on
Egger et al., 1997)

« it is test for funnel plot asymmetry, not
publication bias per se; there are many
possible reasons for funnel plot asymmetry
(Sterne et al., 2011; Coburn & Vevea, 2015)

Test of Excess Significance

test null hypothesis of no effect in each study
0: observed number of significant tests
compute the power of each test, 1 — f5;, given
some (estimated) value of the true effect

E =3(1 — B;): expected number of
significant tests

test if O is significantly larger than E

loannidis & Trikalinos (2007)

Example: Magnesium Treatment

5 significant findings in 14 studies

power ranges from .07 to .95 (median =.12)

expected number of significant findings: 2.71
« test of excess significance: p = 0.081

Trim and Fill Method

Assume Suppression of
Most Extreme Results

Trim and Fill Method




Trim and Fill Method

Example: Magnesium Treatment

Standard Error
0.6 0.3

0.9
.
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Log Risk Ratio

Example: Magnesium Treatment

« meta-analysis based on the 14 studies:
—0.70 (95% CI: —1.03 to — 0.37)

J1i
m and fill method (14 + 5 studies):
—0.43 (95% CI: —0.78 to — 0.08)

o tri

Q

Selection Models

« assume there might be an inverse relationship
between the p-value of each study and the
probability of its inclusion in a meta-analysis

« with enough studies, can estimate this
relationship and and remove the bias from
the meta-analytic findings

« difficult to use in practice (models are
complicated and k must be quite large)

Example: Magnesium Treatment

Relative Likelihood of Selection
0.2 0.4 0.6 0.8 1.0

0.0

0.0 0.2 0.4 0.6 0.8 1.0

p-value

Example: Magnesium Treatment

« meta-analysis based on the 14 studies:

fi = —0.70 (95% CI: —1.03 to — 0.37)

« selection model:
4 =-0.32(95% CI: —0.59 to — 0.05)

« test of selection model: p =.02




PET and PEESE

« PET (precision-effect test) and PEESE
(precision-effect estimate with SE) are
methods for estimating/testing the ‘true’
effect in the presence of publication bias
(Stanley & Doucouliagos, 2014)

« in essence: the intercept of a ‘regression test’

Example: Magnesium Treatment

o
i — PET
—— PEESE
.

0.3

Standard Error

0.9

12

Log Risk Ratio

Example: Magnesium Treatment
« meta-analysis based on the 14 studies:
i =-0.70 (95% CI: —1.03 to — 0.37)

. PET:
fi = —0.13 (95% CI: —0.46 to 0.20)

. PEESE:
fi = —0.39 (95% CI: —0.73 to — 0.06)

Publication Bias

« affects all review methods (not a problem
specific to meta-analysis!)

« in fact, due to meta-analysis:
- increased awareness of publication bias

. development of systematic methods to
detect and address publication bias

« continued emphasis on the importance of
trial registries, protocols, and registered reports
(to eliminate publication bias)

Gold Standard

« meta-analysis of registered reports

« same as a ‘prospective meta-analysis’ (Simes,
1995; Berlin & Colditz, 1999)

« if not (yet) possible, acknowledge/examine
the multitude of possible results (multiverse
analysis; Voracek et al., 2019)

Some Open Science Practices for MA

« MA needs to embrace open science practices
(Haddaway, 2018; Moreau & Gamble, 2022)

- write a protocol / preregistration

« provide materials (e.g., for screening, coding,
data extraction)

« provide data and analysis scripts

« use free/libre open source software

« follow reporting standards (e.g., PRISMA)

- document/justify deviations from the protocol
« publish open access

10
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